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SUPPLEMENT TO THE NEW MEXICO THREE-DIMENSIONAL MODEL
(Supplement to Open-File Report 80-421)

By Glenn A. Hearne

ABSTRACT

The computer program documented in Open-File Report 80-421 has continued
to evolve in response to needs. Changes as of January 1981 included the
following: (1) Treatment of head-dependent boundaries and specified-flow
boundaries; and (2) code which executes on the CRAY-1l computer. This report
provides instructions for compiling and executing the computer program on the
CRAY-1 at Kirtland Air Force Base.

INTRODUCTION

Within the U.S. Geological Survey, computer programs for simulating
geohydrologic systems are frequently changed by the hydrologist/modeler to
accommodate the characteristics of the particular ground-water flow system
being modeled and the computer system available.

This supplement describes improvements to the computer code since the
original documentation published as Open-File Report 80-421 (Posson and
others, 1980). A guide is provided for executing the program on the CRAY-1
at Kirtland Air Force Base. The changes completed by January 1981 were
motivated by intended use of the program on the CRAY-1 at Kirtland Air Force
Base by the Southwest Alluvial Basin (east) Regional Aquifer System Analysis
(Wilkins, Scott, and Kaehler, 1980). =

The report consists of a brief description of the changes, a current
user's guide, and a sample simulation. The user's guide 1is identical to the
one in Open-File Report 80-421 (Posson and others, 1980) except for
modifications related to changes in the computer program. Entire sections of
the earlier report ‘are reproduced here with no substantial change to provide
a complete user's guide in one reference.

The program assumes the units of time to be seconds except where noted
in the documentation. Units of length, area, and volume may be in any
consistent units (meters or feet); in this report units of length are assumed
to be in feet.



CAUTION TO USERS AND DISCLAIMER

. The user of this program is cautioned to verify that the program is in
fact functioning as intended for the specific data being used. Not all
options have been exhaustively tested; therefore, the program could contain
undiscovered errors and is subject to revision as errors are encountered.
The user is advised to contact the author for current information about the
program.

The data processing techniques used in the program were originally
developed on computers manufactured by Control Data Corporation and have now
been modified to execute on computers manufactured by Cray Research, Inc.!

PROGRAM CHANGES

Head-dependent flow boundaries

A head-dependent flow boundary can be used to represent streams, canals,
drains, or evapotranspiration. The nodes selected to represent streams are
grouped into reaches such that the interior nodes of each reach are isolated
from other reaches. The user defines each reach and the nodes within the
reach in the order in which they are to be processed. For each pumping
period, the flow available in the first rode of each reach is the total of
the flow specified by the user and the flow routed to this reach from other
reaches. As each node 1s processed, the flow available in the stream is
modified by gains from or losses to ground water. At the end of each reach
the flow available in the stream may be routed to the first node of another
reach.

The treatment of head-dependent flow boundaries has been changed to
(1) allow representation of more than one boundary in each cell, (2) simplify
the input required to represent changes to the boundary condition during a
simulation, (3) provide a method for dimensioning the necessary arrays, and
(4) improve stability and convergence.
-3
In some instances, the wuser may wish to represent a stream, an
irrigation drain, and evapotranspiration from ground water as head—dependent
flow boundaries in the same cell. The program now algebraically accumulates
the flow rates as each head-dependent boundary node is processed.

Changes in the properties defining head-dependent flow boundaries may be
specified for each pumping period. The current values are printed out at the
start of each pumping period.

1/ The use of manufacturers names in this report is for indentification
purposes only and does not constitute endorsement by the U.S. Geological
Survey.



The arrays required fof the head~dependent flow boundaries must be
dimensioned when the program is compiled. The method for doing this is given.
on page 21 in the user's guide. ' :

The explicit calculation of flow at a head-dependent flow boundary
(Posson and others, 1980, p. 15) causes slow convergence in some instances
and instability in others. To alleviate this condition, the calculation has
been made iteratively implicit by wusing the head calculated at the last
iteration rather than the head calculated at the last time step.

Even with the flow rates being iteratively implicit, there may be
difficulty with the model either (1) converging to a solution in which the
error in the mass balance 1is large, (2) converging very slowly, or (3)
becoming unstable and failing to converge. In many instances, these
difficulties can be overcome by adjusting one or more of the following:
closure criteria, size of the time step, rate of logarithmic increase in time
step, or damping factor.

The most unstable situation appears to be simulation of a steady-state
condition in which many nodes are head-dependent flow boundaries. Here,
stability has been achieved by simulating many short time steps rather than
one long one. This requires that (1) storage (or specific yield for water
table) be set to some positive value; (2) initial head be set equal to the
boundary head; (3) a long period of time be simulated by several pumping
periods; (4) in each pumping period the time step remain constant and be
small enough to prevent oscillation; and (5) closure criteria be small enough
so that most time steps require more than one iteration. 1In some cases,
stability may be improved by setting the damping factor to a value less than
1.0. Approach to steady-state condition may be seen in the change in storage
reported in the mass balance; when the rate of change in storage becomes
negligible, the BAKOUT file can be used as a BAKIN file for a simulation that
sets storage to zero and simulates a steady-state condition in one time step.

Specified—-flow boundaries

The treatment of specified-flow boundaries has been changed to simplify
the input required to represent changes to the boundary condition during a
simulation. Discharge multiplying factors may be redefined each pumping
period. At the start of each new pumping period, the current values of the
multiplying factors are used to compute the pumping rate for each well; these
pumping rates are accumulated for each node. '



Conversion to CRAY-1

For ground-water modeling, the New Mexico District office of the
U.S. Geological Survey, Water Resources Division, uses the computer facility
operated by the Air Force Weapons Laboratory, Kirtland Air Force Base.
Shortly after the original documentation (Posson and others, 1980) was
published, Kirtland Air Force Base modified the hardware configuration at the
site. The Control Data Corporation Cyber 170 model 176 (for which the
earlier computer program was designed) was replaced by a CRAY-1 computer.
Modification of the computer program to execute on the CRAY-1 was completed
by Kentron under contract from the U.S. Geological Survey (Kentron,
1980) .

For ground-water modeling, both the speed and the large memory of the
CRAY-1 are beneficial. However, the program changes which have been
completed do not take full advantage of either. Computational speed may be
maximized only by restructuring (vectorizing) the computations to take
advantage of the vector processing capability of the CRAY-1l. Although the
code described in this report has not been vectorized, execution on the
CRAY-1 is cost effective. At the Kirtland Air Force Base facility, the
transient example given below (800 nodes, 1463 iterations) was executed on
Cyber 170 model 176 in about 0.0001 second for each node-iteration at a total
cost of about 72 dollars in 1980. The same problem was executed on the
CRAY-1 in about 0.00005 second for each node—-iteration at a total cost of
about 26 dollars in March 1981. The cost on the CRAY-1l at this time was
about 0.00002 dollar per node-iteration.

The memory of the CRAY-1 installed at Kirtland Air Force Base allows an
individual user to access up to 3.3 million octal words. To represent a
35,000 node model (7 1layers of 5,000 nodes with 15 variables per node)
requires about 2.7 million octal words, of which 2.0 million octal words are
used for the array in which the three-~dimensional variables are stored, and
0.7 million octal words are used for other arrays.

This memory 1is adequate for most ground-water simulations which are
economically feasible. The cost of the 35,000-node problem described above
(assuming 0.00002 dollar per node-iteration) would be about 0.7 dollar per
iteration. At this rate, a simulation requiring 1,000 iterations would have
cost about 700 dollars. Simulations requiring more nodes, which may be done
by swapping the layers to and from a disk file, will be too costly for the
development of most ground-water models. Although the computer code could be
changed to reduce storage requirements, these changes have not been made.



USER'S GUIDE

Large parts of the original documentation (Posson and others, 1980) are
repeated here to make this segment of the report a complete guide for the
user., The only modifications are the order of presentation and any rewording
required by the changes described above.

Equations of flow

If confining beds are thin relative to the vertical dimension of the
cells of the model, each cell will represent several beds of both permeable
and less permeable material. In the macroscopic scale of the model, the cell
is homogeneous although possibly anisotropic. The flow field may be
described by the equation for ground-water flow in three dimensions.

d oh é dh 0 oh oh
‘;;‘(Kx;;‘) +a—; (Ky'a—;)+;z'(l<z'a—z‘) = Ssz+ W (x,y,2,t) (A)
in which

Ky Ky, K, are the hydraulic conductivities in the x, y, and z

directions (feet per second);

h " is the hydraulic head (feet);
Sg " is the specific storage (per foot); and
W is the volumetric flow per unit volume (per second).

This is equivalent to Trescott's equation 3 (Trescott, 1975, p. 3), and may
be solved by the computer program,



Alternately, each layer may represent a separate hydraulic wunit;
equation A may be multiplied by the thickness of the hydraulic unit and’
expressed as:

0 oh 0 oh 0 oh Jh
— (Ix —) +— ('l‘y —) +b— (XK, —) = S— +WW (x,y,z,t) (B)
dx ox oy oy Oz 0z ot

in which
Txs Ty are the transmissivities in the x and y directions (feet squared

y

per second);

K, is the hydraulic conductivity in the z direction (feet per
second);

h is the hydraulic head (feet);

S is the storage coefficient (dimensionless);

b is the thickness of the hydraulic unit (feet); and

W is the volumetric flow per unit volume (per second).

This is equivalent to Trescott's equation 4 (Trescott and Larson, 1976,
p. XV) and may be solved by the computer program.

The finite—~difference approximation and the solution algorithm used by
the computer program are described by Trescott (1975).

5

An aquifer system which consists of alternating well-defined layers of
highly permeable and poorly permeable material requires special consideration
1f the confining beds are thick relative to the vertical dimension of the
model's cells. Steady-state flow in such a system may be simulated with
equation A or B. ‘However, the transient or time-dependent flow through the
confining beds 1s complicated by the storage properties of the confining
beds.



The three-dimensional flow field may be approximately described by a
sequence of equations for two-dimensional horizontal flow in each of the
highly permeable beds coupled by the equations for one-dimensional vertical
flow through the confining beds.

0 dh d oh oh
— (T ™) +— (Ty™) = S—+ W (xy,z,t) +q (x,y,z,t) (C)
ox ox dy dy ot

in which

QL is the volumetric flow per unit area from the confining beds (feet
per second); and the other variables are as defined for equation B.

The leakage between aquifers is augmented by the change in storage 1in
the intervening confining bed. The release of this water is delayed by the
time of propagation of the change in head vertically through the confining
bed.

In water—table aquifers, transmissivity is a function of saturated
thickness and hydraulic conductivity; the storage coefficient is the specific
yield. The special computations of transmissivity and storage coefficient
required by a combined water—table and artesian aquifer system (Trescott,
Pinder, and Larson, 1976, p. 10-11) are included in the computer code. The
water table may be represented in one of two manners. In one, the top layer
of cells may represent the water table conditions (as in Trescott, 1975). In
the other, the computer program allows each cell in the model to represent
artesian or water-table conditions or to become permanently desaturated. A
water table may be simulated using equation B if each cell represents several
beds of both permeable and less permeable material, or by using equation C if
each cell represents a unit of permeable material separated from similar
material by a well-defined confining bed.

Boundary conditions

Specified-head, specified-flow, and head-dependent-flow boundaries may
be represented using the computer program. Properties of boundaries may be
represented as changing with time by dividing the total simulation into
discrete intervals. In the following discussion the first echelon of
subdivision (such as steady state, history, and projected future) are called
stages. Each stage may be subdivided into pumping periods. Each pumping
period is subdivided into time steps as described by Trescott (1975, p. II-3,
III-8). Changes in properties of boundaries may be specified between time
steps, pumping periods, or stages.



Specified head

A specified-head boundary 1is used to represent parts of the aquifer
system where the head is constant over the time interval being simulated.
The location or value of a constant-head boundary can be changed only through
the restart option. The old values on the BAKIN file can be overwritten in
3D INPUT (block 7). At 1least one head should be specified for each
simulation as a reference datum for the other heads.

Specified flow

Specified~flow boundaries are used to represent parts of the aquifer
system where the flow rate is constant during the time interval being
simulated. A no-flow boundary is a special case of the specified-flow
boundary. The algorithm requires that the modeled area be surrounded by a
no~-flow boundary. Other boundaries may be specified within this shell,

Well withdrawal or injection is defined for each well as the flow rate
(cubic feet per second) when solving equations B or C or the flow rate per
unit thickness (feet squared per second) when solving equation A. The flow
rate 1s constant for each pumping period of the simulation. For each well
the location (row, column, and layer of the cell) is associated with a
withdrawal rate (or appropriate weighting factor) and the index for the
multiplying factor needed to convert to feet cubed (or squared) per second.
For example, to represent withdrawal for irrigation, the weighting factor for
a cell could be the number of irrigated acres in the cell and the multiplying
factor could be used to calculate the cubic feet per second required for
irrigation. The weighting factor (Q) and index (QTYPE) associated with each
location remains the same throughout the simulation. However, the conversion
factor (QFAC) may be redefined for each pumping period. In each node, the
computer program accumulates the total rate of withdrawal or injection for
all wells in the cell.

-3

A specified rate of recharge may be represented in either of two ways.
First, flow to the ground water is implied when the product of the weighting
factor (Q) and the multiplying factor (QFAC) is positive. The volumetric
flow rate (cubic feet per second) is recalculated for each pumping period.

Alternately, recharge may be defined in a two-dimensional array (QRE) as
the volumetric flow per unit area (feet per second) to the upper layer of
cells. The flow rate is constant for each stage of the simulation. On a
restart, the old values on the BAKIN file can be overwritten in 2D INPUT
(block 8).



Head-dependent flow

The flow at a head-dependent boundary node is calculated as
shown in figure 1. The flow, QR, is calculated as

QR = (VK)(AREA)(RIVER - HA) (D)
in which

AREA 1is the surface area of the cell (feet squared);

VK is a constant of proportionmality (per second);

RIVER 1is the value of simulated head at which there will be

no flow to or from the ground water (feet); and

HA is the simulated head (feet).

Flow rates from the river to ground water (positive flow in fig. 1) are
further restricted to be the lesser of the flow (QR) calculated by equation
D, the maximum (QMAX) specified by the user, or the flow available in the
stream (routed to this node from upstream nodes). Flow rates to the river

from ground water (negative flow in fig. 1) are restricted to be less in
absolute value than the maximum (QMXOUT) specified by the user.

QMAX

> Flow from river to aquifer

HA = RIVER
SIMULATED HEAD

(HA), IN FEET ~

« | ) Flow from aquifer to river

QMXOUT e’

FLOW (QR) TO OR FROM GROUND WATER,
IN CUBIC FEET PER SECOND

Figure 1. Function describing ground-water flow at a head-dependent

flow boundary.



To represent a stream:

QMAX = maximum infiltration rate (cubic feet per second);

QMXOUT maximum rate of discharge from ground water (cubic feet per

second) (Although not physically meaningful, the program

design requires a value be specified for QMXOUT to permit

discharge to the river. This value should be selected large

enough not to artificially restrict ground-water discharge to

the river.);

altitude of water in the river (feet) (Long-term average may

be at or near the altitude of the stream bed.);

(A')(LC); where

A' = fraction of cell area over which the stream bed occurs
(dimensionless); and

LC = leakance coefficient (per second) (ratio of hydraulic
conductivity to thickness of the streambed).

RIVER

VK

To represent evapotranspiration:

QMAX = 0; )
QMXOUT the maximum evapotranspiration rate (cubic feet per second)
(QMXOUT = (QET)(Area of cell)); where
QET = maximum evapotranspiration rate (feet per second) for
cells in which the head is at the land surface;
RIVER = LAND - ETZ; where

LAND = altitude of land surface (feet);
ETZ = depth below land surface at which exapotranspiration
ceases (feet); and
VK = (A')(QET/ETZ) (per second); where
A' = fraction of the cell area over which evapotranspiration is

represented (dimensionless).

The physical analogy for each ofs these variables depends on whether the
boundary 1is being used to represent a stream or evapotranspiration.
Evapotranspiration from ground water may be represented as a "stream" because
the form of the equation specifying the dependence on head is ideatical.
Whatever the form of recharge/discharge being represented, the variables are
defined in terms of "streams". Each "reach" is '"routed" or accumulated
independently even though several "reaches" may pass through the same cell.

The remainder of this section details the function, format, and sequence

of input records which may be submitted to compile and execute a program on
the CRAY-1.

10



Compiling a program to execute on CRAY-1

This section provides information required to create and store a file of
binary instructions on the Air Force Weapons Laboratory (AFWL) system disks.
The control records are for the AFWL computer system and may need to be
modified for other computer systems or in response to change in operation of
the AFWL system.

Generally, a user desiring to run a simulation will only need to execute
the instructions in this section once (successfully). When completed, the
job sequence described below will have produced both a source file and a file
of binary instructions tailored to the user's simulation and stored on a
permanent disk file which may be loaded and executed repetitively without
re—compiling.

Three steps are needed to produce binary instructions: (1) the Cyber
utility UPDATE is used to produce the FLECS source, (2) the FLECS processor
produces the FORTRAN source, and (3) the FORTRAN compiler produces the binary
instructions. The input file for this 3-step process is shown in table 1.
Upper—-case letters are to be entered as shown. Lower~case letters identify
fields which the user will define when submitting the job. Numbers in the
left margin are for reference and are not part of the record. The source
code for this program (OLDPL) is maintained on a permanent disk file at the
AFWL computer center. Permanent files are accessible from CRAY-1 and the CDC
mainframes at AFWL. The code is executed on the CRAY-1 computer.

11



Table 1. Job stream for compiling a program to execute on CRAY-1

¥}, c¢dcjobname,T500,10177,5T066.

2. ACCOUNT,your accounting information.
3, COMMENT AXAAkkAXKAAAKAKARAKARK KKK AKX KA K

4. COMMENT.THIS JOB ATTACHES CRAPL,

S, COMMENT. DOES AN UPDATE(Q,D,K,L=A13)

6. COMMENT. FLECS THE RESULTANT COMPILE FILE
7. COMMENT. CREATES AN INPUT DECK FOR CRAY-1
8. COMMENT. CATALOGED AS firstpfn,ID=yourid

9. COMMENT. COMPILES THE CODE ON CRAY-1

10, COMMENT. SAVES THE EXECUTABLE BINARIES

11. COMMENT. AS secondpfn, ID=yourid ON MFA/MFB

12. COMMENT . *k*kakkkkkkhkkkhhhkhrkhk kAR AARRAL

13, ATTACH,OLDPL,CRAPL,ID=yourid,

14. UPDATE(Q,D,K,L=Al3).

15. RETURN,OLDPL.

16. ATTACH(FLECS).

17. REQUEST,INCRA,*PF,

18. FLECS(COMPILE).

19, RETURN(FLECS,COMPILE).

20. COPYBR,INPUT,INCRA.

21. COPYBF,FOUT,INCRA.

22, CATALOG,INCRA,firstpfn, ID=yourid RP=999,
23, ZAP,INCRA,tid,,IN.

25. *ID anyname

26. *COMPILE SIPMN.ENDMN,SIPCM.ENDCM,SIPIN.ENDIN
27. *DEFINE rrcc 28. *DEFINE PLxxxxx '

29, *DEFINE NCHxxxx

30. *DEFINE NWxxxx

3). *DEFINE MODExxxxx . °
32, *DEFINE NHGxx
33, *DEFINE OBSHYD
34, *DEFINE NSYMxxxx
35. *DEFINE WSUR
36. *DEFINE RECH
37. *DEFINE RIVERS
38. *DEFINE NRxxx
39, *I MODEF.7

40, COMMON/L3STOR/ STRLCM( xxxxx) i

41, $EOR

42. crayjobname,T100,I010,STCRA,

43, ACCOUNT,your accounting information,

44, JOB,T=100

45, COPYD,I=$IN,0=SOUR,

46, RELEASE,DN=$IN.

47. REWIND,DN=SOUR.

48. *, COMMENT SOUR IS THE FORTRAN SOURCE CODE

49, CFT,I”SOUR.

50. REWIND,DN=$BLD

S1. COPYD,1=$BLD,0=BLD,

520 RE“IND,DN"BLD.

53. *, COMMENT BLD IS THE EXECUTABLE BINARIES

54, DISPOSE,DN=BLD,SDN=secondpfn,ID=yourid,RP=999,DC=ST,DF=TR.
55. EXIT.

56. $EOF

12



CDC control block: Records 1 through 24

The first 2 steps of the 3-step procedure are done on the CDC-6600.

Record 1 is the system jobcard which identifies your job to the system
by name and defines certain limits on system resources. The first field is
the jobname which may be from 1 to 20 alphanumeric characters. The first 3
characters will be assigned to the user by the system librarian at AFWL when
an account is established.

Record 2 is the ACCOUNT command which provides accounting information to
the system to allow billing for the computer time used by a job. An account
nunber will be given by AFWL when an account is established.

Records 3 through 12 are CYBER COMMENTS which are not executable.
Comments are optional. Use as many as necessary. Comments are displayed in
the job dayfile.

Record 13 attaches the master program library which contains all source
stdatements for the program. The Cyber utility UPDATE will read this file and
generate another file which contains only those source statements selected by
user-defined options.

Record 14 loads the Cyber UPDATE utility program and begins execution.
UPDATE will read the instructions defined in the UPDATE control block
(records 25 through 41). Input is' the file OLDPL which was attached in
record 13. The set of statements selected by UPDATE is written to a file
named COMPILE.

Record 15 detaches the OLDPL from the job and returns it to the systenm.

Record 16 attaches the FLECS structured FORTRAN processor to the job.

Record 17 informs the system that file INCRA is to be a permanent file.

Record 18 loads the FLECS structured FORTRAN processor and instructs it
to read the statements located on the COMPILE file. FLECS produces a
formatted listing on the printer output file and a file named FOUT. FOUT
contains FORTRAN statements which will be processed by the CRAY-1 FORTRAN
compiler, CFT.

Record 19 detaches the FLECS and COMPILE files from the job and returns
them to the systenm.

Record 20 copies the INPUT control block (cards 42 through 55) to the
file INCRA.
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Record 21 copies the file FOUT to the file INCRA. The file INCRA now
contains the FORTRAN source code (FOUT) preceeded by the control statements
(records 42 through 55) needed to compile the program on CRAY-1l and store the
executable binaries as a permanent file on the CDC-6600,

Record 22 tells the system to store the file INCRA as a permanent file.

Record 23 places the file INCRA in the INPUT queue with OUTPUT to be
routed to the terminal where the identification code is "tid."

Record 24 marks the end of the CDC job control block and the beginning
of the UPDATE control block.
UPDATE control block: Records 25 through 41
This block follows immediately after the end-of-record at the end of the
CDC control block. The user defines those options and subprograms that the
Cyber UPDATE utility is to select from the statements residing on the OLDPL
file. The text selected by UPDATE is written to the COMPILE file.

Update identification (record 25 — optional)

The first record of the update control block provides a name for the
changes implemented by this UPDATE. This record is optional.

Update sequence (record 26)

The second record of the UPDATE control block must be:
*COMPILE SIPMN.ENDMN,SIPCM.ENDCM,SIPIN.ENDIN

This record starts in column one. It tells UPDATE to write the SIP main
overlay to COMPILE first, followed by the SIP computational overlay, and then
the SIP data—input overlay.

Next, the user must define thost options which UPDATE is to take into
account when writing the COMPILE file. Included in this section are
definitions for the number of rows, columns, and layers, together with other
"sizing" parameters. The user will define the UPDATE options using the
generalized format:

*DEFINE option

coded in column one of each record. Each *DEFINE command will cause certain
conditional source statments to be entered into the COMPILE file by UPDATE.
In this manner, the source code is tailored to the requirements of this
simulation. Some of the program options will use defaults if no *DEFINE
command is entered. For others, the user must select one of the available
*DEFINE commands, identified on pages 15 through 21.
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Row and column dimensions (record 27)

The number of nodes in the row and column directions must be defined.
UPDATE will generate various arrays based on these dimensions. The code is
designed to allow the selection of any number of rows and columns, in
multiplies of five, from 10 to 95. For example, if a model is 23 rows by
37 columns, the user should define a grid which is 25 by 40. The minimum
dimension is 10 by 10 and the maximum is 95 by 95. One and only one option
must be defined. Note that simulations wusing smaller numbers of rows or
columns may be run on code compiled with a larger number of rows or columns.
However, the converse is not true. Obviously, the larger number of rows and
columns defined, the more memory the program will require. Thruput and cost
may be affected as a result.

The generalized format for this option is:
*DEFINE rrcc
where: rr is a two digit number from 10 to 95 inclusive indicating the
number of rows. rr must be a multiple of 5.

cc is a two digit number from 10 to 95 inclusive indicating the
number of columns. cc must be a multiple of 5.

Number of words per layer (NWPL) (record 28)

The program performs many of its internal operations on complete layers.
It stores a fixed number of words per layer, depending on the number of rows
(NROW), columns (NCOL), and variables per node (NVPN). The user must
multiply these three numbers together, round the result up to the next larger
multiple of 1,000 and define that value for UPDATE. For example, if a model
is 23 rows by 37 columns, the number of nodes per layer is 851. If the
number of variables per node (NVPN) is 15, then the number of words per layer
(NWPL) is 12,765. A value of 13,000 should be specified for UPDATE.

The generalized format for this option is:
*DEFINE PLxXXXX
where: xxxxx is the number calculated as described above. The number
may be a minimum of 1,000 and a maximum of 99,000. If the

number is less than 5 digits, use only the first 4 xxxxx
positions. No commas may be embedded in xxxxx.
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Maximum number of specified-head nodes (record 29)

The program keeps track of the location of and the net flow to or from
each specified-head node. The user must determine the maximum number of
specified-head nodes which will exist in the model, and enter the appropriate
option.

The generalized format for this option is:
*DEFINE NCHxxxx
where: xxxx is the maximum number of specified-head nodes allowed in

the model. xxxx may be 100, 200, 300, 400, 500, 1,000,
1,500, 2,500, or 3,000. No commas may be embedded in xxxx.

Maximum number of active wells (record 30)

The program maintains various arrays pertaining to the location of and
quantities being pumped from individual wells. The user must determine the
maximum number of wells to be used and enter the appropriate option.

The generalized format for this option is:

*DEFINE NWxxxx
where: xxxx is the maximum number of pumping wells. xxxx may be 100,

200, 300, 400, 500, 750, 1,000, or 2,000. No commas may be
embedded in xxxx.
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Transient leakage exponential terms (record 31)

If the user intends to use the program with TRLEAK=.TRUE. for transient
leakage from confining layers, then he must determine the size of the array
to be allocated in subroutine CLAY. The size equals the number of rows times
the number of columns times the number of "modes", where "mode" is the number
of exponential terms to be used. The user must round this number up to the
next higher multiple of 1,000 and enter the appropriate option. If transient
leakage is not to be used, enter the option with a value of 100.

The generalized format for this option is:
*DEFINE MODEXxXxXxX

where: xxxxx 1s the result of the multiplication described above.
xxxxx may have any value from 1,000 to 20,000, and must be
a multiple of 1,000. If transient leakage is not to be
used, xxxxx = 100, No commas may be embedded in xxxXxX.

Although MODE allocates space in subroutine CLAY, disc file space must

also be allocated in data input block 1. That is done by activating the
transient-leakage cards in the job stream shown in block 1.

Maximum number of hydrograph plots (record 32 - optional)

The user may have the program produce head versus time or drawdown
versus time hydrograph plots at any node in the model. The maximum number of
hydrographs must be defined by this option. If observed hydrographs are also
to be plotted, the user must also define the OBSHYD option.

The generalized format for this option is:
*DEFINE NHGxx
where: xx is the maximum number of hydrograph plots. =xxX may have the

values 10, 20, 30, or 40. 1If no hydrographs are to be
produced, xx = 10.
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Observed hydrograph plots (record 33 - optional)

The user may choose to enter observed hydrograph data into the model.
The program will plot the observed values on the same axis as the calculated
values for the selected nodes. If observed hydrographs are to be produced,
this option must be defined.

To select this option:

*DEFINE OBSHYD

Maximum number of list/map output cubes (not in table 1 — optional)

Data which is read in data input block 9 define cubes for which list
and/or map output is to be produced. This option is used to define memory
allocated to the arrays which are used to support output cubes.

The generalized format for this option is:
*DEFINE NCUxxx
where: xxx is the maximum number of output cubes. xxx may only have

the value 100, If this option is not selected, 50 will be
the maximum number of output cubes by default.
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Maximum number of symbol-value pairs (record 34)

Program DATAIN allocates memory for storing the user—defined symbol-
value pairs in data input block 6. The maximum number of symbol-value pairs
must be defined with this option. The same maximum applies to the total
number of records used for cube input in data input blocks 7, 8, and 9. For
a given simulation the actual limit will be the smaller of NSYM or the
quotient NVPL/20. NVPL (number of variables per layer) is the product of the
number of rows (NROW) times the number of columns (NCOL) times the number of
variables per node (NVPN) as defined in data input block 4 below.

The generalized format for this option is:
*DEFINE NSYMxxxx

where: xxxx may have the values 200, 400, or 1,000. No commas may be
embedded in xxxx.

Water—table problems in two dimensions (not in table 1 — conditional)

The program allows the use of two different water—table options. All
water-table nodes may reside in the top layer or water—table nodes may reside
in any of the model layers. The latter is the program default. If the user
restricts water-table conditions to the top layer, then both BOT (the bottom
elevation of the water table layer) and PERM (the hydraulic conductivity of
the unconfined cells) are treated as two—dimensional variables. Otherwise,
they are carried as three-dimensional variables.

To restrict water—-table conditions to the top layer,

*DEFINE 2DBTPRM
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Unconfined water surface lists and/or maps (record 35)

If wusing three-dimensional water-table conditions,  this option is
recommended. If the user defines RIVERS, this option is mandatory. When
selected, it will allow the printing of lists and/or maps of the unconfined
water surface. The array WSUR will be maintained by the program for this
purpose.

To select this option:

*DEFINE WSUR

Areal recharge to the top layer (record 36)

The selection of this option will allow the recharge term, QRE, to be
included in the model.

To select this option:

*DEFINE RECH

Head—~dependent flow boundaries (record 37)

If using the program’s head-dependent flow boundaries this option must
be selected. When selected, the user must also define WSUR and dimension the
necessary arrays as described on the next page.

To select this option:

*DEFINE RIVERS
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Dimension arrays for head—-dependent flow boundaries (record 38)

If using head-dependent flow boundaries, memory must be allocated for
the appropriate arrays. The user must determine the maximum number of
head-dependent flow nodes and the maximum number of reaches into which they
will be grouped. The set of activated dimensions must be large enough to
accommodate both.

The generalized format for this option is:
*DEFINE NRxxx
where: Ten times xxx is the maximum number of river nodes and xxx is

the maximum number of river reaches. xxx may be 10, 20, 30, 40, 50,
75, 100, 150, 200, or 300.

Dimension array for three—dimensional variables (records 39 and 40)

The program stores all of the three-dimensional variables in a one-
dimensional array. This array must be dimensioned by the user to equal or
exceed the number of words in all layers. The user must multiply the number
of rows times the number of columns times the number of layers times the
number of variables per node to calculate the number of decimal words in all
layers. For example, if a model is 23 rows by 37 columns by 7 layers with 15
variables per node, then the number of words in all layers is 89,355.

The generalized format to dimension this array requires the two records:
*I MODEF.7
COMMON/L3STOR/STRLCM(xxxxx)
The first record starts in column 1 and instructs UPDATE to insert the
second record following the seventh record in the MODEF COMDECK.

The second record starts in column 7- and dimensions the array STRLCM.
XxXxxx must equal or exceed the number of decimal words in all layers.

Record 41 marks the end of the UPDATE control block and the beginning of
the CRAY-1 control block.

21



CRAY-1 control block: Records 42 through 56
The following records preceed FOUT on the INCRA file. ‘When INCRA is
executed on CRAY-1, an executable load module is created and stored.

Record 42 is the first card in the file INCRA and identifies the job to the
system. Format is similar to that for record 1.

Record 43 provides accounting information and is identical to record 2.
Record 44 is the jobcard for the CRAY—~1 operating system (COS).

Records 45 through 47 copy the FORTRAN source code to the file SOUR.

Record 48 is a CRAY-1l comment which is optional and not executable. Comments
are displayed in the CRAY-1 dayfile.

Record 49 compiles the FORTRAN source code (FOUT) producing a listing on the
printer output file and a file of binaries on $BLD.

Records 50 through 52 copy the binaries to the file BLD and rewinds the file.

Record 53 is a CRAY-1 comment record.
Record 54 catalogs the binaries as a permanent file on CDC.
Record 55 terminates the CRAY-1 control block.

Record 56 terminates the job stream and is not written on the INCRA file.
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Program input requirements

This section details the function, format, and sequence of input records
which may be submitted to the program. The control cards are for the
computer system at the Kirtland Air Force Base, Air Force Weapons Laboratory
(AFWL), and may need to be modified for other computer systems or in response
to changes in operation of the AFWL system.

Decks are discussed as being divided into 13 input blocks, each of which
serves a different purpose. Blocks 5, 6, 7, 8, and 9 are optional. However,
block 6 must preceed blocks 7, 8, and 9. Blocks 2, 4, 11, 12, and 13 use the
"NAMELIST" format (Posson and others, 1980, p. 51). These blocks must
contain at least SNAME and $END where NAME is the name of the NAMELIST.

Data input block l: Program execution

Programs can be executed on CRAY-1 with job streams that are either on a
CDC permanent file or on a HARRIS disk file. A generalized job stream is
shown in table 2 as it might occur on a CDC permanent file. The job stream
could be executed with the commands:

ATTACH,A,filepfn,ID=yourid.
BATCH,A,INPUT,tid.

where tid is the identification code for the terminal to which output is to
be routed.

Some of the records in table 2 are needed only if the simulation
includes transient leakage (TRLEAK = .TRUE.,), a BAKIN file is read (RESTRT =
.TRUE.,), a BAKOUT file is written (SELRES = ,TRUE.,), or a META file is
written (maps or hydrographs). For the example shown in table 2 TRLEAK =
FALSE., RESTRT = .FALSE., SELRES = .FALSE., and a META file is written. For
the conditional records which are not to be active, the records have been
made comment records by placing "*." in the first two columns. These records
would be executed if the "*.," were removed. If a simulation is to create a
BAKOUT file (SELRES = ,TRUE.,), the "*.," should be removed from the two
records following the comment to '"CATALOG BAKOUT". If a simulation is to
restart from a previous condition (RESTRT = .TRUE.,), the "*.,"” should be
removed from the three records following the comment to "ACQUIRE THE BAKIN
FILE". For many simulations, both BAKIN and BAKOUT files will be used; both
sets of records should be activated by removing the "*."
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Table 2. Job stream for executing a program on CRAY-1 with the
data input on a CDC permanent file

cray jobname,T177,1010,STCRA.

ACCOUNT, your accounting information.

JOB,T=177.

%, ACQUIRE THE EXECUTABLE BINARIES kkkkkkkkkhhkkkk
ACQUIRE,DN=BLD,PDN=secondpfn,ID=yourid,DF=TR,UQ.

DELETE, DN=BLD.

RELEASE,DN=$1IN.

* ACQUIRE THE DATA DECK khkkhhkhihkkhhhkk
ACQUIRE,DN=FT(05,PDN=datainputpfn,ID=yourid,UQ.

DELETE,DN=FT05.

*, SET UP FILE FOR TRANSIENT LEAKAGE - IF TRLEAK=.T. | kkdkkkkkkkkkk
* ,ASSIGN,DN=LTRFIL,A=FT41,RDM,BS=44.

* ,WRITEDS,DN=LTRFIL,NR=2,RL=1620.

*, WHERE NR=2X(NLAYER-1) 2X(2-1)=2
*, RL=MODE X NROW X NCOL 5X18X18=1620.
*, ACQUIRE THE BAKIN FILE - IF RESTRT=.T. kkkkkkkkkhhdhkik

* ,ACQUIRE,DN=FT03,PDN=bakinpfn,ID=yourid,DF=TR,UQ.
* ,ASSIGN,DN=FT03, A=BAKIN.
* .DELETE, DN=FTO3.

*, LOAD EXECUTABLE CODE AND EXECUTE ON DATA Fkkkkkkhkkhkhkhk
LDR,LIB=METALIB,SET=Z2ERO,DN=BLD.
*, ROUTE THE META FILE OUT TO TERMINAL - IF META OUTPUT *kkkkkkik

ACCESS ,DN=DIRECT.

DIRECT,I=FT99,DEV=PRINTER.

*, CATALOG BAKOUT AS A PERMANENT FILE ON CDC - IF SELRES=.T. Fekkkk
* ,REWIND,DN=FT04.

* .DISPOSE, DN=FT04,backoutpfn, ID=yourid ,RP=999,DC=ST,DF=TR,WAIT.
AUDIT,ID=yourid.

EXIT.

$EOF
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The job stream in table 2 assumes that the binaries have been created by
a job stream like that in table 1. The '"secondpfn" of table 2 ‘is the
"secondpfn" cataloged in table 1 (card 54).

The job stream of table 2 further assumes that data input blocks 2
through 13 are on a permanent file cataloged as "datainputpfn" under your
identification code.

A generalized job stream 1is shown in table 3 as it might occur on a
HARRIS disk file. The job stream could be executed by entering it into the
queue for remote job entry (RJE) to KAFB.

The job streams for execution are unavoidably dependent on both hardware
and software availability. As computer systems change, the job streams of
tables 2 and 3 will become absolete. However, they are included here to
indicate the general functions which must be performed.

Data input block 2: NAMELIST $CONTROL
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